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Examples of Park Sampling Designs 
 
Design #1 
 This design consists of three levels of sampling: (1) an overall extensive 
framework is established using some sort of grid to spread samples out over the entire 
park; (2) in areas of special interest (e.g., riparian areas, rare habitats, or areas with 
special management interest) the grid is intensified so that certain areas are sampled 
disproportionate to their availability; and (3) special studies occur at specific locations 
that are selected separately from the overall framework (e.g., research studies and 
sampling that requires electricity to run equipment, or requires hauling in lots of traps or 
special equipment and therefore must be near a road).  Examples are given for both 
aquatic sampling and for terrestrial sampling sites. 
 

Example of Design #1 for Aquatic Systems: The panel was not aware of any 
single design that worked for both terrestrial and aquatic (streams, lakes, ponds) systems, 
and recommended that sampling designs for these two types of systems be done 
separately.  Dr. Tony Olsen of the EPA presented the following example of how to select 
stream segments in North Cascades NP to allow inferences to be made to the entire park: 
(1) using the park GIS, each stream segment is assigned a number and has its associated 
length (meters or km), stream order (headwater streams are 1st order; two 1st order 
streams converge and form a 2nd order stream; two 2nd order streams merge to form a 3rd 
order stream, etc.), and the X,Y coordinate of the northernmost end of the stream 
segment; (2) by exporting the data to a spreadsheet or running a program, move through 
the park north-to-south and east-to-west (or by some approach that results in samples 
close together in space being close together in the sampling line) and line up all the 
stream segments into one long line; (3) decide how many samples you can afford to take, 
and sample at n equal intervals along the length of the long line to decide which stream 
segments are to be sampled.  The problem with this approach for streams is that you 
might end up with 70% of your samples being 1st order streams, and very few being large 
streams or rivers, because of their relative availability in the park.  If you are interested in 
having more samples in larger streams or rivers (greater probability of being selected 
than their availability), you can “stretch” the lengths of those segments based on the 
desired unequal weighting of each stream category, then sample every nth interval along 
the long line as before after adjusting the lengths of certain segments.  For example, for 
5th order streams if you want the sample to include 5 times as many samples as you 
would get based on their availability, you would weight the length of the 5th order stream 
segments by 5 times, and after taking the sample, readjust the length of the stream 
segment to determine exactly where along it’s length you would sample. 
 The same basic approach could be used for lakes and ponds, using surface area 
instead of length to develop the “long line” to sample along.  For example, to insure 
getting a certain number of sample points in large lakes, you could apply a weighting to 
the area of each lake so that the “length” of large lakes make up the desired proportion of 
the total length, and then sample every nth interval along the line as before.  As with the 
stream segment example above, the lakes and ponds should be ordered from north to 
south or some other direction to ensure that samples are spread out across the entire park 
or area of interest. 



 2 

 
Example of Design #1 for Terrestrial Systems.  Dr. Trent McDonald of WEST, 

Inc. provided the following writeup for Design #1 for terrestrial sampling: 
  
In level (1) sampling, the process of establishing an overall extensive framework over the 
park and drawing a sample of points consists of five steps.  All five steps in the process 
are represented in Figure 1.   
 
• Step 1 defines a very dense grid of points and randomly places the grid on the park 

(or target population).  The spacing of this dense grid should be on the order of 50 to 
150 meters and could potentially contain hundreds of thousands of cells.  The grid 
could be square (as in Figure 1) or triangular (as with the FIA grid). The grid could be 
randomized by choosing a random orientation between 0o and 360o and establishing 
one set of grid lines in this direction.  This has the effect of randomly spinning the 
grid and placing over a map of the park.  If certain areas of the park cannot be 
sampled for some reason (e.g., steep terrain, beyond the range of a helicopter flight), 
those areas should be blocked out of the target population. Design based inference 
cannot infer anything about these blocked out areas.  

• Step 2 chooses a random point inside each grid cell or uses the center of the cell as 
the point. Grid cells that are less than 25% inside park boundaries can be left out. 
Assume there are N total points in the population. 

• Step 3 associates a line segment (of length 1.0) with each point in the population and 
arranges these segments end-to-end in some fashion.  The arrangement of end-to-end 
line segments is the mechanism that guarantees the sample is spread out over the 
entire park.  One ordering of line segments that spreads out the sample is to order 
segments from north to south, east to west, or both.  Other orderings are possible.  
The key feature of any ordering scheme is that points close together geographically 
should be generally close together in the list of line segments. It is possible to assign 
different probabilities of including a point in the sample (unequal probability 
sampling) if there are areas of special interest within the park.  This entails stretching 
or shrinking a point’s line segment to be a desired length.  

• Step 4 computes the step size of the sample from the desired number of points in the 
sample, and draws a systematic sample of line segments.  Assume n points can be 
visited in a year, given budget and time constraints.  If access to remote sites is an 
issue, assume that monitoring personnel guess that s% of the park is not accessible for 
safety, budgetary, or other reasons.  Note that this number, s%, can be a rough guess 
the first year since its value is not critical; however, s can and should be revised in 
subsequent years.  Define n* = n/(1-s).  The step size of the sample, denoted k, is k = 
(N/n*) = (N/n) – (Ns/100n).  A random (non-integer) number between 0 and k should 
be chosen using a computer program (like SAS or Excel).  This random number will 
be the starting random start for the systematic sample and will denoted by m.  Form 
the indicator sequence {m, m+k, m+2k, …, m+(n*-1)k}.  Assuming line segments are 
numbered starting at 1 from left to right in the ordered list of line segments, point 
number b is in the sample if there exists a number in the indicator sequence, i, such 
that (b-1) < i < b.  



 3 

• Step 5 locates all sampled points on the map and uses each as an anchor for field 
plots.  For example, vegetation plots might be located 25 meters in a random direction 
from the sampled point or small mammal trapping transects might radiate out from 
the sampled point. If a sampled point cannot be reached (i.e., is not accessible), note 
this fact by setting the variable zi = 0 for these points.  For all points which could be 
sampled, set zi = 1.  

 
Let yi be the measured value of some attribute from field plots anchored at point  i.  
Assume that n points were sampled (potentially different from n*). Note that n = Σi zi . 
The estimated proportion of the park that could be reached is,  

p = n / n* = Σi zi / n* . 
The estimated number of grid points that were inaccessible is, 

N* = Np = Nn/n* 
The following formulas estimate the mean and total of attribute y in the portion of the 
population that could be sampled:  

Estimated Mean(y) = Σi yi/n 
Estimated Total(y) = N* Σi yi/n 

 
Estimation of variance is slightly more difficult; however, design based estimates of 
variance can be computed because all second order inclusion probabilities are positive. 
 
In level (2) sampling, sample points are added in areas of high interest.  Here, we assume 
a level (1) systematic sample has been drawn and areas of high interest have been 
delineated on a map.  Figure 2 presents a schematic diagram of the steps needed to 
intensify the level (1) sampling scheme.  The five steps required to intensify the level (1) 
sampling are as follows: 
 
• Step one of level (2) sampling identifies the areas of high interest in the population. 

For example, these areas could be vegetation classes such as Sitka spruce stands or 
areas where new development such as a road or visitor’s center is proposed.  

• Step two identifies all level (1) points inside the areas of high interest.  
• Step three examines the line segments constructed during level (1) and identifies all 

segments associated with points inside the areas of high interest. The original level 
(1) line segments should not be re-ordered or randomized in any way.  

• Step four draws another systematic sample with smaller step size.  It is key at this 
stage to compute the new step size such that the level (1) step size is an integer 
multiple of the level (2) step size.  The level (2) step size should be computed as k* = 
k / j, where j is an integer and k* is the level (2) step size.  This ensures that sampling 
at level (2) is without replacement of level (1) samples because all points sampled at 
level (1) are also sampled at level (2).  To double the number of points in areas of 
high interest, set j = 2.  To triple the number of points in areas of high interest, set j = 
3, etc.  Using the same level (1) random start, m, a systematic sample with step size 
k* should be taken by constructing the indicator sequence {m, m+k*, m+2k*, …, 
m+(jn*-1)k*}.   
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• Step five samples all points associated with those line segments inside areas of high 
interest that contain a point in the indicator sequence. 

 
Data collected from level (1) and level (2) can be analyzed separately without 
complication because within level, points were sampled with uniform probability.  
Analysis of combined level (1) and level (2) data is slightly more complicated because 
the extra points of level (2) introduced non-uniform sampling probabilities; however, 
estimation remains relatively easy because inclusion probabilities are uniform within 
level. The first-order inclusion probability for units in level (1) is 1/k = n* / N.  The first-
order inclusion probability for points added to areas of high interest is 1/k* = jn* / N.   
 
Let Ψ1 represent the set of points sampled at level (1).  Let Ψ2 represent the set of points 
added to areas of high interest at level (2).  The estimated mean of attribute Y using all 
data is,  
 

Estimated Mean(y) = 
 

 

where n1 is the number of level (1) points actually sampled and n2 is the  number of level 
(2) points that were actually sampled.  Design based variance estimators exist for the 
combined level (1) and (2) data, but are slightly complicated and will not be given here.  
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Figure 1: Schematic diagram of recommended design 1.  
 
 

100 Points = N100 Cells

Step 1: Define and randomize 
dense grid

Step 2: Choose random location within
each cell (Hollow circles)

Step 3: Arrange points on a line, order north
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k
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Step 4: Compute step size (k=N/n*,
n*=target sample size), choose random start

between 0 and k, take systematic sample
using random start
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Figure 2: Schematic diagram of level (2) sampling. 
 
Design #2 
 This design again begins with an extensive grid of potential sampling locations 
that covers the entire park or area of interest from which a sample is selected.  Within the 
extensive design, areas of special interest to the park are then selected and sampling is 
intensified in these areas.  The park is then stratified based on the difficulty or cost of 
access, and optimum allocation of samples among strata is done based on the cost of 
sampling a point in each stratum.  The following detailed example was provided by Dr. 
Paul Geissler of USGS/BRD to illustrate this approach: 
 
Artificial Example of a Monitoring Survey in a National Park 
 
In the following table, a park is divided into a grid of 121 grid cells in 11 rows and 11 
columns.  In a real park, there would be thousands of grid cells to choose from, but this 
simplified example is used to illustrate the methods.  A base systematic sample (marked 
with a B) of 25 grid cells is selected by systematic sampling of every other grid cell.  This 
may represent the FIA grid in a park.  The park is interested in monitoring biological 
communities that inhabit river bottom (double line) and alpine (bold line) habitats with a 
sample of at least 6 grid cells.  However, there are only 3 base grid cells in river bottoms 
and 2 in alpine areas.  Additional sample grids will need to be selected, but access to the 
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backcountry is a major problem because there is only a single running along one of the 
park boundaries. 
 

***************** ROAD ******************* 
 1 2 3 4 5 6 7 8 9 10 11 
1 - - - - - - - - - - - 
2 - B - B - B - B - B - 
3 - - - - - - - - - - - 
4 - B - B - B - B - B - 
5 - - - - - - - - - - - 
6 - B - B - B - B - B - 
7 - - - - - - - - - - - 
8 - B - B - B - B - B - 
9 - - - - - - - - - - - 
10 - B - B - B - B - B - 
11 - - - - - - - - - - - 

 
We will describe two methods of randomly selecting additional grid cells so that each of 
the areas will have at least 6 selected grid cells. 
 
Stratification Method 
This method has the advantage of simplicity, but if the strata change the unequal 
probability method must be used.  Use the Valley Bottom and Alpine areas as strata.  
Where there substantial differences in the costs or time needed to make observations in 
accessible and inaccessible areas of the park, efficiency can  be increased by sampling the 
accessible areas at a higher density, thereby increasing the total sample size for a fixed 
budget.  Subdivide each of these strata into an accessible (near road) substratum and an 
inaccessible (back-country) substratum. 



 8 

 
 
 
 
 
 
 
Accessible 
 
  
 
 
Inaccessible 
 
 
 

 
 
 
We will randomly select 3 more grid cells [R] in the valley bottoms and 4 more grid cells 
in the alpine area, so each will have at least 6 sampled grid cells.  In accessible areas, a 
grid cell can be completed in one day, but it takes 3 days in the inaccessible areas.  The 
optimal allocation for maximum efficiency is make the sample size in the substrata 
proportional to Nhsh/√ch where Nh is the number of grid cells and sh is the standard 
deviation and √ch is square root of the cost of sampling a grid cell in substratum h.  
Because we have no reason to think the standard deviation is different in accessible and 
inaccessible areas, it drops out of the allocation.   
 
River Bottoms N c N/√c n rounded n 
 Accessible  11 1 11.00000 4.225676 4 
 Inaccessible 8 3 4.61880 1.774324 2 
 sum   15.61880  6 
Alpine         
 Accessible  5 1 5.00000 2.78461 3 
 Inaccessible 10 3 5.77350 3.21539 3 
 sum   10.77350  6 
 
In the River Bottom, Accessible area the number of sample grid cells is 6 (11.00000 /  
15.61880) = 4.225676, which rounds to 4 cells.  We already have selected 2 base grid 
cells, so we will select 2 more random cells.   We will also select 1 more cell in the river 
bottom inaccessible area, 3 more grid cells in the accessible alpine area and 1 in the 
inaccessible area.  The randomly selected grid cells are marked with an “R” in the above 
table. 
 

***************** ROAD ******************* 
 1 2 3 4 5 6 7 8 9 10 11 
1 - - - - R - - - - - R 
2 - B - B - B - B - B - 
3 - - - R - - - - - - R 
4 - B - B - B - B - B R 
5 - - - - - - - - - - - 
6 - B - B - B - B - B R 
7 - - - - - - - - - - - 
8 - B - B - B - B - B - 
9 - - - - - - - - - - - 
10 R B - B - B - B - B - 
11 - - - - - - - - - - - 
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The data (xi) are given in the next table.  Here the mean m = Σxi/n and the variance of the 
mean s2 = Σ[xi-m]2/n(n-1), where n is the number of samples and the summation is over 
strata. 
 
River Bottom Area Alpine Area Other Areas 
Accessible Inaccessible Accessible Inaccessible    
Row Col x Row Col x Row Col x Row Col x Row Col x 

1 5 56 10 1 55 1 11 30 6 10 36 2 2 10 
2 4 59 10 2 50 3 11 36 6 11 37 2 6 14 
3 4 54    4 11 33 8 10 30 2 8 17 
4 2 51          2 10 18 

            4 4 14 
            4 6 18 
            4 8 13 
            4 10 16 
            6 2 13 
            6 4 13 
            6 6 10 
            6 8 14 
            8 2 12 
            8 4 19 
            8 6 17 
            8 8 13 
            10 4 14 
            10 6 14 
            10 8 19 
            10 10 18 
m(x) 55.00   52.50   33.00   34.33   14.80 
v(m(x)) 2.83   6.25   3.00   4.77   0.39 
 
 
The stratified estimation of a park mean is illustrated in the next table, where N is the 
number of grid cells in the population and df is the number of degrees of freedom.   

    
Strata     N m S2 N m N2 S2 df 
River Bottom Area Accessible 11 55.0000 2.8333 605.0000 342.8333 3 
River Bottom Area Inaccessible 8 52.5000 6.2500 420.0000 400.0000 1 
Alpine Area Accessible 5 33.0000 3.0000 165.0000 75.0000 2 
Alpine Area Inaccessible 10 34.3333 4.7778 343.3333 477.7778 2 
Other Areas    87 14.8000 0.3874 1287.6000 2931.9916 19 
Total     121   2820.9333 4227.6027 27 
 
The park mean and its variance and confidence interval are estimated as 
mean = [ΣN m)] / ΣN = 2820.9333 /  121 = 23.3 
variance of the mean = [ΣN2 S2] /  [ΣN]2 = 4227.6027 / 14641 = 0.288751 
95% confidence = m ± tdf s = 23.3 ± 2.052 √0.288751 = 23.3 ± 1.1, 
where 2.052 is the t value for 27 degrees of freedom. 
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The means for the River Bottom and Alpine Area are estimated similarly. 
Strata     N m S2 N m N2 S2 df 
River Bottom Area Accessible 11 55.0000 2.8333 605.0000 342.8333 3 
River Bottom Area Inaccessible 8 52.5000 6.2500 420.0000 400.0000 1 
Total     19   1025 742.8333 4 
For the River Bottom Area, mean = 53.9, variance of the mean = 2.0577,  and 95% 
confidence interval = 53.9 ± 4.0 . 
 
Strata     N m S2 N m N2 S2 df 
Alpine Area Accessible 5 33.0000 3.0000 165.0000 75.0000 2 
Alpine Area Inaccessible 10 34.3333 4.7778 343.3333 477.7778 2 
Total     15   508.3333 552.7778 4 
For the Alpine Area, mean = 33.9, variance of the mean = 2.4568, and 95% confidence 
interval = 33.9 ± 4.4 . 
 
Unequal Probability Sampling Method 
 
The unequal probability sampling method is more flexible, but more complicated than the 
stratification method.  Stratification varies the density of samples, while maintaining an 
equal sample density (selection probability) probability within a stratum.  Unequal 
probability selection allows the selection probability to vary continuously.  If the strata 
change, the stratification method can no longer be used because the selection probability 
is no longer constant within a stratum, but the unequal probability method can be used.  It 
is critically important to keep track of the selection probabilities each time samples are 
selected and to save that information for those who will later analyze the data. 
 
Instead of defining accessible and inaccessible substrata, we select the additional grid 
cells with probability inversely proportional to the square root of the cost.  We will use 
the distance from the road (row number) as an estimate of the cost.  Set up a table for the 
river bottom area.  We will again randomly select 3 additional grid cells in the river 
bottom area and 4 in the alpine area.   
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River Bottom Area 
Row Column Weight 

 wi=(1/√ci) 
Cumulative  

Weight 
  Prob. of 
Selection pi 

1 5 1.00000 1.00000 selected 0.10164 
1 6 1.00000 2.00000  0.10164 
2 4 0.70711 2.70711  0.07187 
2 5 0.70711 3.41421  0.07187 
3 1 0.57735 3.99156 selected 0.05868 
3 2 0.57735 4.56891  0.05868 
3 3 0.57735 5.14626  0.05868 
3 4 0.57735 5.72361  0.05868 
4 1 0.50000 6.22361  0.05082 
4 2 0.50000 6.72361  0.05082 
4 3 0.50000 7.22361 selected 0.05082 
9 1 0.33333 7.55695  0.03388 
9 2 0.33333 7.89028  0.03388 
9 3 0.33333 8.22361  0.03388 
9 4 0.33333 8.55695  0.03388 
9 5 0.33333 8.89028  0.03388 

10 1 0.31623 9.20651  0.03214 
10 2 0.31623 9.52274  0.03214 
10 3 0.31623 9.83896  0.03214 

Total  9.83896   1.00000 
Weight Per Sample 3.27965    
Random # 0.14696    
Random Start 0.48198    
Next Sample 3.76163    
Next Sample 7.04129    
 
To select 3 more samples, we weigh each cell by  (1/√ci) where the cost ci is equal to the 
distance from the road (row number).  In the next column, we enter the cumulative 
weights, adding each cell’s weight to the weights of the cells above it in the table.  The 
total of the weights is 9.83896.  We want 3 samples, so the weight for each sample is 
9.83896/3 = 3.27965.  To select a systematic sample, I selected a uniform random 
number between 0 and 1 to be 0.14696.  Multiplying the random number by the weight 
per sample gives the random starting point 3.27965 * 0.14696 = 0.48198.  Next 
successively add the weight per sample (3.27965) to the random start (0.48198) to obtain 
the other samples: 3.76163 and 7.04129.  In the table, the cumulative weights give the 
weights assigned to each cell.  For example cell 1,5 has weights 0.00000 to 1.00000, cell 
1,6 has weights 1.00001 to 2.00000, and cell 10,3 has weights 9.52275 to 9.83896.  The 
selected cells are marked in the table.  The probability of selecting a cell i during this 
phase of the sampling is pi = wi / Σwi.  For example, the probability of selecting cell 1,5 is 
1.00000 / 9.83896 = 0.10164. 
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We select 4 more grid cells in the Alpine Area similarly. 
Row Column Weight 

 (1/√ci) 
Cumulative  

Weight 
  Prob. of 
Selection pi 

1 11 1.00000 1.00000  0.14619 
2 11 0.70711 1.70711 selected 0.10337 
3 11 0.57735 2.28446  0.08440 
4 11 0.50000 2.78446  0.07310 
5 11 0.44721 3.23167 selected 0.06538 
6 10 0.40825 3.63992  0.05968 
6 11 0.40825 4.04817  0.05968 
7 9 0.37796 4.42613  0.05526 
7 10 0.37796 4.80410 selected 0.05526 
7 11 0.37796 5.18206  0.05526 
8 10 0.35355 5.53561  0.05169 
8 11 0.35355 5.88917  0.05169 
9 11 0.33333 6.22250  0.04873 

10 11 0.31623 6.53873 selected 0.04623 
11 11 0.30151 6.84024  0.04408 

Total  6.84024   1.00000 
Weight Per Sample 1.71006    
Random # 0.65403    
Random Start 1.11843    
Next Sample 2.82849    
Next Sample 4.53855    
Next Sample 6.24861    
 
The selected grid cells are shown below. 

***************** ROAD ******************* 
 1 2 3 4 5 6 7 8 9 10 11 
1 - - - - R - - - - - - 
2 - B - B - B - B - B R 
3 R - - - - - - - - - - 
4 - B R B - B - B - B - 
5 - - - - - - - - - - R 
6 - B - B - B - B - B - 
7 - - - - - - - - - R - 
8 - B - B - B - B - B - 
9 - - - - - - - - - - - 
10 - B - B - B - B - B R 
11 - - - - - - - - - - - 
            

 
After a few years, the park decides to change the strata, as shown below.  The new River 
Bottom Area has the same number of grid cells and still has 6 sample grid cells.  No new 
samples will be collected in that area.  However, the new Alpine Area has added 18 new 
grid cells, of which 3 were selected as part of the base grid.  To keep the sampling 
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intensity about the same in the new part of the Alpine Area, we will randomly select 3 
new sample grid cells, considering the cost of access. 

***************** ROAD ******************* 
 1 2 3 4 5 6 7 8 9 10 11 
1 - - - - R - - - - R - 
2 - B - B - B - B - B R 
3 R - - - - - - - - R - 
4 - B R B - B - B - B - 
5 - - - - - - - - - - R 
6 - B - B - B - B - B - 
7 - - - - - - - - - R - 
8 - B - B - B - B - B - 
9 - - - - - - - - R - - 
10 - B - B - B - B - B R 
11 - - - - - - - - - - - 

 
Selection of grid cells in new Alpine Area. 

Row Column Weight 
 (1/√ci) 

Cumulative  
Weight 

  Prob. of 
Selection pi 

1 9 1.00000 1.00000  0.10956 
1 10 1.00000 2.00000 selected 0.10956 
2 9 0.70711 2.70711  0.07747 
2 10 0.70711 3.41421  0.07747 
3 9 0.57735 3.99156  0.06326 
3 10 0.57735 4.56891 selected 0.06326 
4 9 0.50000 5.06891  0.05478 
4 10 0.50000 5.56891  0.05478 
5 9 0.44721 6.01613  0.04900 
5 10 0.44721 6.46334  0.04900 
6 9 0.40825 6.87159  0.04473 
8 9 0.35355 7.22514  0.03874 
9 9 0.33333 7.55848 selected 0.03652 
9 10 0.33333 7.89181  0.03652 

10 9 0.31623 8.20804  0.03465 
10 10 0.31623 8.52427  0.03465 
11 9 0.30151 8.82578  0.03303 
11 10 0.30151 9.12729  0.03303 

Total  9.12729   1.00000 
Weight Per Sample 3.04243    
Random # 0.42054    
Random Start 1.27946    
Next Sample 4.32189    
Next Sample 7.36432    
 
The analysis of the unequal probability design follows Steven Thompson (1992, 
Sampling, Wiley, pages 46-53,67-71).  The Horvitz Thompson estimator of a population 
total is  
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Note that the probability that a grid cell i is included in the sample is  1 - (probability it is 
not selected in any draw) and that the probability of not selecting it on a particular draw 
is (1-pci), where pci is the selection probability of cell i on occasion c.   Note that you need 
the selection probabilities for each time samples were selected and that it is important to 
save this information for those who will later analyze the data.  For this calculation to 
work, the selections must be with replacement.  This means that if you select the same 
grid cell more that once, use it only once and do not select a replacement cell.  With a 
large number of grid cells, it is very unlikely that you will select the same cell more than 
once. 
 
Thompson suggests two estimators.  In the following, I will focus on estimates of means, 
whereas Thompson focuses on the totals.  In the first, for each selected grid cell, an 
estimate of the population mean is 
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where i∈h indicates summation over the grid cells in stratum h, tα,df is the t value for the 
α significance level and df degrees of freedom, and vh is the sample size in each stratum. 
 
The second estimator is a ratio the sum of the observations to the number of cells in the 
population or subpopulation (domain).  It has the advantage of allowing estimation for 
subpopulations (e.g., a particular vegetation type or areas impacted by visitation) and of 
reducing the variance estimate in situations where the probability of selection is not 
related to the size of the observations.  I expect this will be the situation in most parks. 
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The calculations using the second (ratio) estimator are illustrated in the following table. 



  Selection Probability Inclusion    Unstratified Stratified    
  Base River Alpine New Prob.     Variance Variance    
Row Col Grid Bottom  Alpine π Strata x x/π 1/π Contribution Contribution    

1 10     0.0083   0.1096 0.4263 Alpine 34 79.7619 2.3459 459.5679 1322.1702    
2 10  0.0083   0.0775 0.3620 Alpine 35 96.6911 2.7626 389.5273 1276.7849    
2 11  0.0083  0.1034  0.4748 Alpine 37 77.9308 2.1062 405.1650 1185.8644    
3 10  0.0083   0.0633 0.3320 Alpine 37 111.4375 3.0118 302.1500 1157.2982    
4 10  0.0083   0.0548 0.3137 Alpine 37 117.9355 3.1874 283.9185 1151.7986    
5 11  0.0083  0.0654  0.3799 Alpine 32 84.2250 2.6320 499.1143 1444.0572    
6 10  0.0083  0.0597  0.3647 Alpine 36 98.7170 2.7421 360.7522 1220.5617    
7 10  0.0083  0.0553  0.3526 Alpine 35 99.2545 2.8358 382.4648 1277.4011    
8 10  0.0083  0.0517  0.3428 Alpine 30 87.5168 2.9172 555.8334 1597.5574    
9 9  0.0083   0.0365 0.2732 Alpine 34 124.4581 3.6605 345.6518 1361.3631    

10 10  0.0083   0.0346 0.2689 Alpine 38 141.2982 3.7184 200.6259 1063.9302    
10 11  0.0083  0.0462  0.3275 Alpine 39 119.0718 3.0531 239.9698 1039.0170    

        Sum 1238.2983 34.9733  15097.8040  N est N2 var 
            ratio est 35.4069 1168.4290 124556.8832 
            v 12   
            N 33   
            var 114.3773   
            t  2.2010   
            95%CL+/- 23.5391   
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  Selection Probability Inclusion    Unstratified Stratified    
  Base River Alpine New Prob.     Variance Variance    
Row Col Grid Bottom  Alpine π Strata x x/π 1/π Contribution Contribution    

1 5  0.0083 0.1016   0.4108 Other 14 34.0787 2.4342 1248.1099 235.4150    
2 2  0.0083    0.1874 Other 16 85.3960 5.3372 1827.6439 166.8613    
2 4  0.0083 0.0719   0.3503 Other 17 48.5326 2.8549 1181.5843 168.0082    
2 6  0.0083    0.1874 Other 11 58.7097 5.3372 2547.2325 425.8709    
2 8  0.0083    0.1874 Other 15 80.0587 5.3372 1962.0280 209.1295    
4 6  0.0083    0.1874 Other 19 101.4077 5.3372 1453.0929 68.6575    
4 8  0.0083    0.1874 Other 11 58.7097 5.3372 2547.2325 425.8709    
6 2  0.0083    0.1874 Other 16 85.3960 5.3372 1827.6439 166.8613    
6 4  0.0083    0.1874 Other 11 58.7097 5.3372 2547.2325 425.8709    
6 6  0.0083    0.1874 Other 14 74.7215 5.3372 2101.1788 256.1646    
6 8  0.0083    0.1874 Other 17 90.7332 5.3372 1698.0267 129.3598    
8 2  0.0083    0.1874 Other 19 101.4077 5.3372 1453.0929 68.6575    
8 4  0.0083    0.1874 Other 16 85.3960 5.3372 1827.6439 166.8613    
8 6  0.0083    0.1874 Other 19 101.4077 5.3372 1453.0929 68.6575    
8 8  0.0083    0.1874 Other 15 80.0587 5.3372 1962.0280 209.1295    

10 6  0.0083    0.1874 Other 12 64.0470 5.3372 2393.7811 364.5353    
10 8  0.0083    0.1874 Other 10 53.3725 5.3372 2705.4507 491.9734    

        Sum 1262.1434 85.3478  4047.8845  N est N2 var 
            ratio est 14.7882 1005.6001 68814.0363 
            v 17   
            N 68   
            var 14.8819   
            t  2.1200   
            95%CL+/- 8.1783   
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  Selection Probability Inclusion    Unstratified Stratified    
  Base River Alpine New Prob.     Variance Variance    
Row Col Grid Bottom  Alpine π Strata x x/π 1/π Contribution Contribution    

3 1  0.0083 0.0587   0.3222 River 59 183.1225 3.1038 7.0100 2663.7810    
4 2  0.0083 0.0508   0.3051 River 55 180.2901 3.2780 0.2421 3047.9630    
4 3  0.0083 0.0508   0.3051 River 52 170.4561 3.2780 5.5344 3370.1400    
4 4  0.0083    0.1874 River 57 304.2232 5.3372 422.1453 2723.2116    

10 2  0.0083 0.0321   0.2632 River 55 208.9456 3.7990 22.8934 3049.7430    
10 4  0.0083    0.1874 River 53 282.8742 5.3372 206.5212 3405.8581    

         Sum 1329.9117 24.1333  18260.6967  N est N2 var 
            ratio est 55.1070 1102.1390 243475.9565 
            v 6   
            N 20   
            var 608.6899   
            t  2.5710   
            95%CL+/- 63.4308   
                
       Unstratified     Stratified    
       Sum  3830.3533 144.4544  37825.1823 Sum  3276.1682  436846.8760 
       ratio est  26.5160   ratio est 27.0758   
       v  35   df 32   
       N  121   N 121   
       var  31.7859   var 29.8372   
       t   2.0420   t  2.0420   
       95%CL+/-  11.5126   95%CL+/- 11.1541   
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In this table, the first two columns identify the grid cell by its row and column.  The next 
four columns provide the selection probabilities for a single draw for the base grid (1/121 
cells), River Bottom, Alpine and New Alpine area selections.  The inclusion probability π 
is 1-[1-p(base grid)]25[1-p(river bottom)]3[1-p(alpine)]4[1-p(new alpine)]3.  For cell 1,10,  
π=1-(1-0.0083)25(1-0)3(1-0)4(1-0.1096)3=0.4269.  If we had carried more decimal places, 
the value would have been 0.4263.  The next columns provide the strata and the 
observation (x).  The next two columns list x/π and 1/π.  The estimate of the mean is the 
ratio of the sum of these columns.  The next two columns provide the contributions to the 
variance of the unstratified and stratified estimators [(v/N)(x-m)/π - m]2, where m is 
either the unstratified estimate of the park mean or the estimate of the stratum mean.  For 
example for cell 1,10, π=0.4263, x=34, x/π= 79.7619, 1/π=2.3459.  The stratum estimate 
of the mean is (Σx/π)/(Σx/π) = 1238.2983/34.9733 = 35.4069.  Similarly, the unstratified 
estimate of the park mean from the bottom of the table is 3830.3533/144.4544 = 26.5160.  
Then the contribution to the unstratified variance is [(35/121)(34-26.5160)/ 0.4263 -  
26.5160]2  = 459.5836 (with rounding error).  The contribution to the stratified variance 
is [(35/121)(34-35.4069)/ 0.4263 -  35.4069]2  = 1322.1601 (with rounding error).   The 
variance for the Alpine stratum is sum of the stratified variance contributions divided by 
v(v-1) for the stratum = 15097.8040/12/11 =  114.3773.  The 95% confidence interval is 
m ± t s = 35.4069 ± 2.2010 √114.3773 = 35.40 ± 23.54.  The stratified park mean 
estimate is ΣNhmh / N = ( 33*35.4069 + 68*14.7882 + 20*55.1070) / 121 = 27.0757.  Its 
variance is ΣNh

2sh
2 / N2 = (332*114.3773 + 682*14.8819 + 202*608.6899) / 1212 = 

29.8372.  The 95% confidence interval is m ± t s = 27.0757 ± 2.0420 √29.8372 = 27.08 ± 
11.15.  The unstratified estimate of variance of the park mean uses the sum of the 
unstratified variance contributions for all three strata divided by v(v-1) for the park = 
37825.1823/35/34 = 31.7859.  The 95% confidence interval is m ± t s = 26.5160 ± 2.0420 
√31.7859 = 26.52 ± 11.51.  In this case, both the stratified and unstratified confidence 
intervals are about the same width, not showing much gain from stratification.  However, 
one would probably want the strata means anyway, so it would be just as easy to use the 
stratified estimate. 
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