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Monitoring natural resources in Alaskan national parks is challenging because of their remoteness, lim-
ited accessibility, and high sampling costs. We describe an iterative, three-phased process for developing
sampling designs based on our efforts to establish a vegetation monitoring program in southwest Alaska.
In the first phase, we defined a sampling frame based on land ownership and specific vegetated habitats
within the park boundaries and used Path Distance analysis tools to create a GIS layer that delineated
portions of each park that could be feasibly accessed for ground sampling. In the second phase, we used
simulations based on landcover maps to identify size and configuration of the ground sampling units
(single plots or grids of plots) and to refine areas to be potentially sampled. In the third phase, we used
a second set of simulations to estimate sample size and sampling frequency required to have a reasonable
chance of detecting a minimum trend in vegetation cover for a specified time period and level of statis-
tical confidence. Results of the first set of simulations indicated that a spatially balanced random sample
of single plots from the most common landcover types yielded the most efficient sampling scheme.
Results of the second set of simulations were compared with field data and indicated that we should
be able to detect at least a 25% change in vegetation attributes over 31 years by sampling 8 or more plots
per year every five years in focal landcover types. This approach would be especially useful in situations
where ground sampling is restricted by access.

Published by Elsevier Ltd.
1. Introduction

The United States National Park Service (NPS) is charged with
protecting or maintaining natural systems within US national
parks. As part of this mandate, the NPS Inventory and Monitoring
(I&M) Program was developed to collect scientifically sound data
on the current status and long-term trends of key components of
park ecosystems. Monitoring data, in particular, are expected to
promote a better understanding of ecosystem processes, and to
provide information used in decision making for resource protec-
tion and management, as well as public education and outreach
(Fancy et al., 2009). Monitoring data should also serve to document
alterations to park ecosystems as a result of climate change and
other factors (Lindenmayer and Likens, 2009).

Despite the importance of credible data on the status and trends
of key resources, far too many natural resource monitoring pro-
grams to date have been ineffective because of inadequate pro-
Ltd.

: +1 907 644 3809.
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grammatic support, poor planning, and lack of rigorous study
design (Legg and Nagy, 2006; Field et al., 2007; Lindenmayer and
Likens, 2009). Challenges to developing a rigorous design include
the need to maximize spatial balance of a random sample of plots
while minimizing sampling effort, the need for sample sizes suffi-
cient to detect change in heterogeneous or highly variable environ-
ments, and the long time periods required to detect change. The
parks in southwest Alaska are large (0.3–1.7 million ha, each), re-
mote, and generally lack infrastructure for travel (roads, trails).
Additional logistical challenges associated with sampling include
a limited number of landing areas for planes to access sample
areas, inclement weather, and a short summer field season.

Practical considerations, such as accessibility and cost, neces-
sarily limit the sampling design alternatives that can be imple-
mented in remote, roadless parks. Possible sampling approaches
include remote-sensing techniques (e.g., change detection using
mid- and high-resolution imagery), aerial surveys (e.g., population
counts) and/or ground-based sampling (e.g., plot-based sampling).
Each approach has technological, budgetary, and/or logistical con-
straints and addresses monitoring objectives at different temporal
and spatial scales. Although remote-sensing data can provide wall-
to-wall coverage of park resources at a much lower cost than field
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visits, there are many aspects of resource condition that are too
subtle to detect spectrally, or occur at too fine a scale to monitor
through remote-sensing techniques alone.

In this paper, we outline an iterative, three-phase process that
we used to develop a sampling design, adapted from Woodward
et al. (2009), for ground-based monitoring of vegetation in national
parks of the Southwest Alaska Network (SWAN; Fig. 1), one of 32
I&M networks nationwide. In Alaska and other northern latitudes,
regional warming is expected to contribute to changes in species
composition (e.g., Walker et al., 2006; Hudson and Henry, 2009);
shifts in species’ ranges (e.g., Sturm et al., 2001; Lesica and McCu-
ne, 2004); drought stress and reduced tree growth (e.g., Barber
et al., 2000); and increasingly severe, large-scale disturbances
(e.g., Berg et al., 2006). Our overarching objective was to estimate
long-term trends in the composition and structure of late-succes-
sional plant communities from three elevation bands (0–450 m;
451–900 m; >900 m) in the three largest SWAN parks. We framed
our monitoring objective as a function of elevation because we ex-
pected both drivers (environmental) and response variables (vege-
tation attributes) to vary along an altitudinal gradient. We further
separated estimates of vegetation change by park because regional
effects (e.g., geography) were also expected to influence variation
in vegetation composition and structure.

Our sampling design is intended to capture changes at the level
of individual species or plant communities, including changes in
species richness and species turnover that could be associated with
climate change. We address the challenges outlined above (access;
sampling effort; ability to detect change) with a focus on the meth-
ods we used to delineate our population of interest, determine
sample unit configuration, and estimate sample size and frequency
required to detect a change or trend. The sampling design is thus
tailored to meet the monitoring objectives of the NPS I&M Pro-
Fig. 1. The Southwest Alaska Network (SWAN) includes Alagnak Wild River, Aniakchak
National Park and Preserve and Kenai Fjords National Park. Collectively, these units sum to
from Bennett et al. (2006)).
gram, generally, and to address the logistical challenges of field
work in SWAN, specifically.
2. Materials and methods

The initial steps of defining program goals and objectives, com-
piling and summarizing existing information, developing concep-
tual models, and prioritizing and selecting indicators (cf. Fancy
et al., 2009), were precursors to the development of an overall
sampling design for SWAN and are not addressed in this paper.
In the following sections, we describe the process we used to de-
velop a ground-based sampling design for monitoring vegetation
in national parks in southwest Alaska.
2.1. Phase I: Defining a target population, sampling frame and sampled
population

An important step in developing a sampling design for some
geographical area is to define the spatial units containing the com-
plete collection of plants, animals, or other natural resources of
interest. The collection of all possible point locations or spatial
units within this area of interest comprises the target population
(Fig. 2). That is, one may define the target population as all point
locations within an area where some spatial unit (e.g., plot) is asso-
ciated with a selected point, or as a non-overlapping collection of
spatial units that cover the area of interest. In our target popula-
tion, we subdivide the area of interest into non-overlapping spatial
units, or sampling units (e.g., plots), that do not occur within
bodies of water, marine mudflats, airstrips, trails, cabins, camp-
sites, and non-NPS lands within a given SWAN park. The natural re-
source of interest, such as a plant, is an attribute measured on the
National Monument and Preserve, Katmai National Park and Preserve, Lake Clark
3.8 million ha, or 11.6% of the land managed by the US National Park Service (figure
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Fig. 2. Sampling terminology. Everything within the dark rectangle is part of the sampling frame, the combined gray and white areas represent the target population, the
white area alone is the sampled population, and the stippled white area is outside of the target population. (Adapted from A.R. Olsen (unpublished presentation) and Lohr
(1999)).
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sampling units. This collection of sampling units forms the sam-
pling frame. Ideally, a sampling frame will only contain the target
population, but frame imperfections can lead to either exclusions
of part of the target population (e.g., due to access limitations) or
inclusions of portions of a non-target population (Fig. 2). The por-
tion of the sampling frame that is available to be sampled is re-
ferred to as the sampled population. Thus, the geographic area
containing the sampled population defines the spatial extent to
which one can properly extrapolate results from a random sample
of plots. Note that target and sampled populations are statistical
entities that may or may not equate to populations in a strictly bio-
logical sense.

To address the challenges associated with access to sample
areas, we used Path Distance analysis tools in ArcGIS (ESRI, Inc.,
Redlands, CA) to develop a GIS layer for identifying vegetated areas
that could be safely reached by fixed-wing aircraft, boat, or foot in
each park (Mortenson and Miller, 2008). These accessible areas, in-
cluded in the resultant GIS layer, initially defined the sampled pop-
ulations in the parks and were further refined during the next
phase of our process (Section 2.2). Path Distance analysis provides
a method for modeling the minimum cumulative travel cost from a
starting point to surrounding locations within a specified area that
adjusts for the actual surface distance by using horizontal (e.g.,
dense vegetation) and vertical (e.g., slope) factors that influence
the total travel cost.

To create the access layer, we identified points of access
through consultation with park staff. Starting points for foot travel
included large lakes (>40 ha), airstrips, trails, and beaches where
boat or float plane landings were possible. We buffered these
source areas by 5000 m and converted the resultant layer to a ras-
ter data set (30 m cell size). We then removed the source points
(e.g., cabins, airstrips, lakes were null areas buffered by 100 m)
from the data set to avoid sampling in areas of human disturbance
and/or open water. We ranked each remaining cell qualitatively by
its relative cost to travel (0 = easy, 10 = impassable) in the back-
country. Cumulative cost rankings were derived from a combina-
tion of input data layers including (1) vegetation cover class
(landcover classification; e.g., Golden and Spencer, 1998); (2) slope
(Gesch et al., 2002); (3) walking distance from areas of access; (4)
glaciers; (5) unwadeable rivers and streams; and (6) land owner-
ship (see Mortenson and Miller, 2008 for ranks by data layer). A
rank of 10 for any one of the input parameters rendered a cell
impassible and it was removed from the access layer. For instance,
slopes >50�, glaciers, non-NPS lands and unwadeable rivers were
considered impassable. Cells with ranks <10 for individual param-
eters were included in the sample frame, although higher ranks
(e.g., closed alder [Alnus sp.] stand, rank = 9) necessarily increased
cumulative travel ‘cost,’ but were included if they occupied an area
690 m � 90 m (i.e., traversing through them over a short distance
may be feasible). The final access layer with a cumulative travel
cost assigned to each cell was attributed with slope, elevation,
and landcover class and converted to a point coverage in a geodat-
abase that could be imported into programs SAS (SAS Institute, Inc.,
2008) and S-Draw (http://www.west-inc.com/computer.php) for
further analysis.

2.2. Phase II: Evaluating alternative sampling designs and refining the
sampled population

The objectives of this phase were to use simulations to evaluate
(1) the minimum level of change in a given attribute (e.g., landcov-
er class) that could be detected when single random plot and ran-
dom clusters of plots (i.e., 2 � 2 and 3 � 3 grids of plots) comprised
the sample within each of three elevation bands (0–450 m; >450–
900 m; >900 m); and (2) the sampling effort required to detect a
minimum level of change when all landcover classes or only spe-
cific landcover classes comprised the sampled population. The
cluster samples in (1) consisted of grids of plots of various spacing
(30 m, 60 m, 120 m, and 240 m), where spacing was in multiples of
the minimum resolution of the point coverage generated by the
Path Distance analysis (Section 2.1). The largest spacing � grid size
cluster combination represented the maximum area that could be
feasibly sampled during a 1–2 day visit based on preliminary field
surveys.

We ran the simulations based on points assigned within an ac-
cess layer developed for Lake Clark National Park and Preserve
(NPP). In these simulations, we used landcover classes assigned
to each point in the access layer generated by the Path Distance
analysis (Section 2.1) as surrogates for 30 � 30 m vegetation plots
measured in the field. Thus, each single point or point in a cluster
within our simulations represented a single vegetation plot used in
field sampling. We applied a true change of 50% over a single time
period because we expected 50% to be an ecologically meaningful
level of change (e.g., in percent cover) for relatively common plant
species at the plot level, and large enough in magnitude that it
could be detected by observers over repeated sampling intervals.
Points with slopes >10� were removed from the sampled popula-
tion to minimize potential effects of erosion: i.e., digital elevation
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models used to generate the slope values generally underestimated
measured slopes in the field, so we used a conservative estimate of
10� to eliminate steeper areas (Section 4). We also excluded points
with a landcover classification assigned as ‘‘unknown” because we
required a spatial distribution of points with known landcover
classifications for our simulations.

We used PROC SURVEYSELECT in SAS (SAS Institute, Inc., 2008)
to randomly choose 50% of the points (plots) in two selected land-
cover classes (dwarf shrub tundra, prostrate shrub tundra) from
three elevation bands (0–450 m; >450–900 m; >900 m) and to
change their landcover classifications to one of the 23 remaining
landcover classes between Times 1 and 2. The two landcover clas-
ses used in the simulations occurred across a range of frequencies
(0.6–61%) within the three elevation bands in Lake Clark NPP. All
remaining plots associated with other landcover classes were un-
changed during the two time periods. The simulation therefore
mimicked the situation wherein vegetation communities experi-
ence different rates of change because some are more sensitive
to change than others.

We used the freeware program S-DRAW (T. McDonald, WEST,
Inc.; http://www.west-inc.com/computer.php) to select 1000 gen-
eralized random-tessellation stratified (GRTS; Stevens and Olsen,
2004) samples of 50 single points (plots) from all landcover classes
in accessible areas from each elevation band. Because of the frag-
mentary nature of the underlying point coverage and its apparent
deleterious impact on spatial balance in the ordering of GRTS sam-
ples, we chose optimal pixel sizes in S-Draw by visual inspection of
the spatial balance in the order of GRTS samples selected based on
a range of pixel sizes for each elevation band. SAS (SAS Institute,
Inc., 2006) was used to generate 2 � 2 and 3 � 3 clusters of plots
of various spacing at each GRTS location. We used SAS PROC SUR-
VEYMEANS (SAS Institute, Inc., 2008) to estimate the proportion of
plots that changed landcover class between Times 1 and 2, and the
associated 90% confidence interval, for each GRTS sample of n = 2,
3, 4, . . . , 50 within each simulation run. The confidence intervals
were based on variance estimators for simple random samples
(single GRTS plots) and for cluster samples (grids attached to each
GRTS plot), respectively; these variance estimators were very con-
servative approximations to the GRTS variance estimator, which
was not available in SAS. We then computed the percentage of
times that the lower 90% confidence limit of the estimated propor-
tion was greater than and/or equal to some specified minimum
detectable total change (MDTC), or observed level of change, for
GRTS samples of n = 2, 3, 4, . . . , 50 across all simulation runs for
single plots and cluster samples of various spacing and configura-
tions. This percentage represented the chance of detecting an
MDTC of the specified magnitude based on a given GRTS sample
size and true total change (i.e., 50%).

2.3. Phase III: Choosing a sample size and frequency sufficient to detect
change

We used results from the Phase II simulations as the basis for a
second round of simulations that evaluated the sample size and
frequency required to detect a minimum change that would meet
our monitoring objectives. Specifically, we conducted simulations
to investigate the MDTC in vegetation cover of an individual spe-
cies that could be detected with 95% confidence by various sample
sizes (n = 6, 8, 12 and 24) at two different revisit frequencies (5 and
10 years) over a 31-year period for each combination of percent
cover (average of 5%, 25% and 45%) and coefficient of variation
(CV) of percent cover (5–50% by 5% increments). Preliminary sim-
ulations indicated that results were similar for percent cover val-
ues between 5% and 50%, so we used values of 5%, 25% and 45%
as the true percent cover values and averaged their results after
each run. We expected that a maximum of 32 plots could be mea-
sured in the field in any given year, and conjectured that a mini-
mum of 6 plots per park � elevation band � vegetation class
combination would be necessary for a reasonably precise trend
estimator. We included two other factors of 24 (i.e., n = 8 and 12
plots) as additional sample size alternatives to evaluate via
simulations.

Our second round of simulations was based on the discrete form
of an exponential growth model for generating a trend in popula-
tion size, pt = p0k

t, in each simulation run, where pt was the percent
cover of an individual species at time t, p0 was the initial percent
cover value, k was the finite population multiplier or 1 + R (R was
the finite rate of population growth; Eberhardt, 1987). We used
k = 0.978, which corresponded to a �50% change over 31 years.
We added process (temporal) variance (et) to this model by ran-
domly generating k̂t for each plot and year from a truncated normal
distribution whose mean was the specified growth rate raised to
the power of the relevant year t (i.e., kt) and whose standard devi-
ation was based on the average standard error (SE) for three pop-
ulations of Choco palm (Astrocaryum mexicanum; SE[k] = 0.0162;
Alvarez-Buylla and Slatkin, 1994), a perennial plant species for
which published estimates of population growth rates were avail-
able. We incorporated sampling variation into each simulated time
series by randomly generating a different initial estimated percent
cover (p̂0; time 0) for each group of 24 plots from a truncated nor-
mal distribution whose mean was the specified value (5%, 25%, or
45%) and whose standard error (SE[p]) corresponded to the speci-
fied percent cover and CV (5–50% by 5% increments), where
SE(p) = p � CV(p). The truncated normal distribution had a lower
bound of 0 and an upper bound of 1. We used p̂t ¼ p̂0k̂t to calculate
the estimated proportions (p̂t) of each plot for years t = 1–31 in
each simulated time series. Simulated values for each group of
24 plots were subsetted into 6, 8 and 12 plots and these four sam-
ple sizes were analyzed separately for each combination of tempo-
ral revisit frequency, true percent cover (averaged), and CV of
percent cover. We assumed a complete census of individuals in
each plot. The statistical program SAS (SAS Institute, Inc., 2006)
was used to conduct all simulations.

Because we ultimately wished to estimate trends in percent
cover separately for each park � vegetation class � elevation band
combination, we simulated and analyzed time series from a single
panel within the proposed rotating panel design (cf. McDonald,
2003; Table 1), noting that simulation results would similarly ap-
ply across all panels. The response variable in these models was
the natural logarithm of estimated percent cover generated from
simulations, and the predictor variable was year. We used SAS
PROC GLIMMIX (SAS Institute, Inc., 2008) to fit a repeated mea-
sures, generalized linear model to each simulated time series for
estimating change in percent cover and one-sided 95% confidence
intervals. Note that 95% one-sided confidence intervals and 90%
two-sided confidence intervals (used in the first round of simula-
tions) share the same upper bound. We calculated percent annual
change as (EXP[year coefficient] � 1) � 100% and total percent
change was calculated as [(1 + annual change)years � 1] � 100%
(Earnst et al., 2005). We applied the AICc model selection criterion
(Burnham and Anderson, 2002) to choose the best-fitting covari-
ance structure (i.e., variance components) for the repeated mea-
sures model based on a single randomly simulated time series of
32 plots per year for 31 years.

We then calculated the proportion of times out of 1000 that the
upper one-sided 95% confidence interval of each trend estimate
was either equal to and/or less than a range of total changes asso-
ciated with a true change of �50% during a 31-year period for each
combination of sample size, revisit frequency, and CV. We used pi-
lot data from vegetation surveys in Lake Clark NPP (Miller, unpub-
lished data), and rates of community change reported in the
literature (Chapin et al., 2005; Boucher and Mead, 2006; Bowman

http://www.west-inc.com/computer.php


Table 1
Rotating panel design for monitoring vegetation in SWAN parks, in which a panel is a group of plots that is always sampled during the same year (McDonald, 2003). Each X
represents 32 GRTS-selected plots, or four park � elevation band � vegetation class combinations. The panel design used in simulations evaluated both 5-year (below) and
10-year sample frequencies over a 31-year period rather than the 20-year period illustrated here. We expect to sample 1 panel per field season or 32 plots per year.

Year

Panel 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 X X X X
2 X X X X
3 X X X X
4 X X X X
5 X X X X
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et al., 2006; Cannone et al., 2007) to select a MDTC of�25%, assum-
ing a true change of �50% (Sections 2.2 and 4). Simulation results
were fitted to a logistic regression model (PROC LOGISTIC; SAS
Institute, Inc., 2008) to generate predicted probabilities of detect-
ing the user-specified MDTC across a range of CVs (0–50%) at 1%
increments for graphically displaying simulation results.

In order to interpret simulation results as they related to our
sampled population, we compared CVs derived from within-plot
estimates of species cover in the field (Miller et al., 2009) to simu-
lation results (i.e., estimated percent chance of detecting a MDTC at
a specified level of true change) at specified CVs. Pilot data (e.g.,
species cover and frequency) from Lake Clark NPP were collected
in fifteen, 30 m � 30 m vegetation plots over a two-year period
and were used to estimate mean cover values and within- and
among-plot variances for a range of species that varied in abun-
dance across plots.

3. Results

3.1. Phase I: Sampling frame and initial sampled population

The access layer developed for Lake Clark NPP, based on Path
Distance analysis, represented 11% of land area in the park
Fig. 3. Access layer for Lake Clark National Park and Preserve (gray) as generated via Path
selected within each of three elevation bands. A subset of 200 GRTS points (plots) span
(Fig. 3), and 7% of the vegetated area. Approximately 25% of the
park was occupied by glaciers and/or water; the remaining area
was either in private inholdings or other non-NPS lands (5%) or
had no suitable landing areas in close proximity. Access layers
developed for two other parks in SWAN represented 24% (Kenai
Fjords NP) and 31% (Katmai NPP) of vegetated land area.

3.2. Phase II: Alternative sample designs and refined sampled
population

The first round of simulations indicated that a 60-m spacing
among plots within either a 2 � 2 or a 3 � 3 grid was the best at
detecting change of the GRTS cluster designs we considered. How-
ever, regardless of the grid spacing, GRTS samples based on single
plots typically required 20–50% fewer plots to detect a change in
landcover classes than the equivalent number of plots in 2 � 2
GRTS cluster designs and 40–50% fewer plots than in 3 � 3 GRTS
cluster designs.

When all landcover classes in each elevation band were in-
cluded in the sampled population, the sample sizes required to de-
tect a specified minimum change were estimated to be cost-
prohibitive. Simulation results showed that a sample of 640 single
plots from a GRTS design or 610 clusters from a GRTS design were
Distance analysis tools in ArcGIS. Within the access layer, a GRTS sample (black) was
ning the three elevation bands is shown here.
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inadequate to detect at least a 25% change within the landcover
classes of interest, given a true change of 50%, from a sampled pop-
ulation that included all landcover classes within each elevation
band. Given a field season of 8–10 weeks with a minimum of
two days of travel per sampling trip, we assumed that approxi-
mately 32 plots could be sampled over the course of a field season.
The largest MDTC that could be detected under a realistic sampling
regimen (30 single plots) was �15% for landcover classes that
occupied at least 61% of an elevation band. In other words, we
would need at least one field season to adequately sample a single,
abundant (>60% cover) landcover class when sampling across all
landcover classes, and this effort still would not allow us to meet
our minimum change criterion of �25%.

The low ability to detect a minimum change associated with
field-realistic sample sizes (e.g., 640 plots) in a simulated sampled
population that included all landcover types, indicated that we
should restrict our sampled population in the field to specific land-
cover classes within each elevation band, as outlined by Wood-
ward et al. (2009). Accordingly, we developed the second set of
simulations (Section 2.3) applied to a sampled population consist-
ing of a single landcover class � elevation band combination. Our
preliminary selection of vegetation types for monitoring included
low arctic tundra, boreal forest, alpine, and coastal forest. All of
these vegetation types are relatively abundant on the landscape,
are late-seral (Viereck et al., 1992), are of known ecological impor-
tance (e.g., as habitat), and are expected to be sensitive to a num-
ber of environmental drivers, including climate, pollutant loads,
and disturbance. Collectively, they comprised nearly 60% of the to-
tal vegetated land area in the parks.
3.3. Phase III: Simulations to estimate sample size and frequency

The second round of simulations indicated that when the sam-
pled population included a single landcover class � elevation band
combination, the sample sizes required to detect a minimum
change were much smaller than when sampling from all landcover
classes within a given elevation band. Simulation results indicated
we would have at least an 80% chance of detecting an MDTC of at
least 25%, with 95% confidence, by sampling 8 plots per vegetation
Fig. 4. Simulation results displaying the chance of detecting at least a �25% total change
range of coefficients of variation (CV), sample sizes, and sample frequencies under a rotati
detecting at least a �25% change.
class � elevation band every 5 years when sample CVs of cover
estimates in plots were 35% or less (Fig. 4). These results translate
to 4 park � elevation band � vegetation class combinations that
could potentially be sampled each year (total = 32 plots per year).
Sample CVs for percent cover by species and growth form (e.g.,
shrub, forb, graminoid) were calculated from pilot data collected
in Lake Clark NPP (Section 2.3) and compared with simulated
CVs. Empirical CVs ranged from 7% to 79% for growth-form classes,
and from 3% to >100% for selected species (Miller et al., 2009, 2010,
available online). Widespread, relatively abundant species gener-
ally had sample CVs of 635%, as did most growth-form classes,
suggesting that the sample size estimated by simulations (n = 8)
would provide us with sufficient ability to detect at least a �25%
change in those individuals or classes in each park � elevation
band � vegetation class over 31 years. Less-common or less-abun-
dant species had sample CVs that were >35%, and thus appeared to
be poor candidates for change detection.
4. Discussion

Logistical and budgetary constraints are inherent to any natural
resource monitoring program, but they are especially significant in
the large and remote national parks of Alaska. Our goal was to bal-
ance statistical inference with practical reality in a sampling design
that could address several of the major challenges inherent to field
studies in Alaska and elsewhere.

We used simulations and empirical data in a three-phased pro-
cess to develop a sampling design that could be easily transferable
to the field. First, we developed an access layer in a GIS to increase
the probability of reaching sample plots in a reasonable period of
time, and to initially demarcate the area of inference for the sam-
pled population. Second, we conducted simulations to estimate the
sample size required to detect an MDTC in a given landcover class
when the sampled population included all landcover classes, and
then refined our sampled population accordingly. Third, we used
a separate round of simulations to estimate the sample size re-
quired to detect an MDTC in a given landcover class when the sam-
pled population was constrained to specific landcover classes. We
applied a decline to the population in this second round of simula-
(MDTC) in vegetation cover, given a true change of �50%, with 95% confidence for a
ng panel design over 31 years. The horizontal dashed line indicates an 80% chance of
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tions, but we could have applied an increase – our results apply to
either case. The process was iterative throughout: for instance,
based on the simulation results, we modified the sampled popula-
tion from all landcover types (Section 3.2) to individual landcover
types (Section 3.3) to reduce sample variability and increase our
ability to detect a minimum total change, thereby ensuring field-
realistic sample sizes.

We assumed that climate change would be a major factor influ-
encing vegetation change, which we used as a major criterion for
defining the sampled populations as the vegetation types that were
likely to be most widely affected by environmental drivers (e.g.,
climate) within each of three elevation bands across the SWAN
parks. Our goal was to obtain estimates of change for each eleva-
tion band, which differs from a stratified design wherein sampling
effort is allocated among strata to produce a single, overall esti-
mate of trend. In any event, sampling across all vegetation types
within each elevation band would add unnecessary noise to the
change or trend estimators, which was borne out by results from
our first set of simulations that indicated such an approach would
not allow us to detect our minimum change criterion with field-
realistic sample sizes. Sampling across all vegetation classes is
effective for estimating status but is inefficient for estimating trend
if classes vary in their frequency on the landscape, or if change oc-
curs disproportionately across different classes, both of which are
typically the case. Targeting specific vegetation classes requires
that the area of inference (initial mapped boundaries of these clas-
ses) remains fixed throughout the monitoring program, regardless
of future changes in the distribution of the classes.

Inaccuracies in the landcover classification and slope data led to
imperfect definitions of our sampled populations (e.g., as repre-
sented by the gray area within the sampling frame displayed in
Fig. 2). Landcover classification data for Lake Clark NPP had an
overall misclassification error rate of approximately 17% (Golden
and Spencer, 1998), whereas the 30-m digital elevation models
used to generate slope data had an accuracy of no better than
one-half of a contour interval, or 7.5 m (USGS, 2000). However, gi-
ven that these errors are not systematic, the inferences drawn from
our sampled populations should still be valid.

We selected a GRTS design over a two-dimensional, systematic
random sample design with a random start because a GRTS design
allows plots to be replaced from existing samples, such as those
that are inaccessible or are not within the vegetation types of inter-
est (e.g., as would occur with classification errors in the landcover
map), while maintaining spatial balance. The GRTS design also has
an appropriate variance estimator for reducing variance in the
presence of spatial autocorrelation, which the traditional system-
atic sample design lacks. Simulation results indicated that a GRTS
design based on single plots would be more effective at detecting
change than a GRTS cluster design with the equivalent number
of plots in a grid (e.g., single plots at four locations compared to
a 2 � 2 cluster of plots at a single location). Although this compar-
ison is skewed towards single plots because it does not include the
cost savings of sampling adjacent plots in a grid, the gains in rela-
tively lower sampling effort indicated in simulation results were
large enough that we feel an adjusted comparison would still be
in favor of single plots. This result is not surprising – it merely
shows there was more variability in vegetation among sampling
plots than within plots.

Our sampling objectives and simulations were based on an
MDTC as a benchmark for detecting change rather than the con-
ventional power-analysis approach based on the null hypothesis
of no change. In other words, rather than estimating the chance
of detecting change as the number of simulation runs in which a
confidence interval or limit of a trend estimate did not include zero
(i.e., a statistically significant result), we used the number of times
these intervals or limits were at or below the MDTC (an ecologi-
cally meaningful result). This is an equivalence testing approach,
but based on confidence intervals (Alderson, 2004), where the true
total change is the effect size and the MDTC has been variously re-
ferred to as the expected effect size, minimum detectable biologi-
cal difference, or minimum functional difference (Wellek, 2002;
Brosi and Biber, 2009). In reality, our estimates of trend or change
are subject to both temporal and sampling variation, so the change
that can be detected is less than the true change that has occurred.
A statistically significant result often is interpreted as the level of
true change that occurred when, in fact, this is only true if the
underlying model is true, and models are only approximations of
reality. We prefer a more ecologically interpretable approach
whereby a detectable change (e.g., �25%) is meaningful in and of
itself for the most common species, and likely implies that a much
larger true change (e.g., �50%) has occurred. Our approach also is
more conservative than the traditional null hypothesis testing ap-
proach. For example, simulations evaluating sample size and fre-
quency indicated that a minimum of 24 plots sampled every
5 years would be required to have at least an 80% chance of detect-
ing an MDTC of �25% with 95% confidence, whereas a minimum of
6 plots every 5 years would be required based on an MDTC <0 (W.
L. Thompson, unpublished results). We argue that it is better to
oversample than to undersample. Although oversampling may
waste some amount of a budget to achieve the monitoring objec-
tive, undersampling will waste an entire budget by failing to
achieve this objective.

Our three-phased approach to developing a ground-based sam-
pling design for monitoring vegetation uses the best available data
in conjunction with simulations to produce a statistically defensi-
ble and logistically feasible protocol. We invested considerable
time and effort into collecting data, conducting simulations, and
thinking hard throughout this iterative process about which refine-
ments to our design would enable us to best meet our monitoring
objectives. This followed the initial steps of defining program goals
and objectives, compiling and summarizing existing information,
developing conceptual models, and prioritizing and selecting indi-
cators (cf. Fancy et al., 2009). Such an investment at the initial
stages of development of a sampling design will ultimately cost
less than a lower initial effort resulting in a poorly designed proto-
col that does not meet monitoring objectives.
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